32 Diagonalisation
By the end of this section, you should be able to answer the following questions:

e How do you find a matrix P which diagonalises a given matrix A?
e How do you determine if A is diagonalisable?

e What are two applications of diagonalisation?

A square matrix A is diagonalisable if there is a non-singular matrix P such that

P~'AP is a diagonal matrix. Here we consider the question: given a matrix, is it
diagonalisable? If so, how do we find P? ’ 4 y = >\\,

The secret to constructing such a P is to let the columns of P be the eigenvectors
of A. We immediately have that|AP = PD;) where D is a diagonal matrix with
eigenvalues on the diagonal. We know from section 31.2 on page 198 that P is
invertible if and only if the columns of P are linearly independent. Hence, we have
the following result:

The n x n matrix A is diagonalisable if and only if A has n linearly 1ndependent
eigenvectors.
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32.1 Similar matrices

Two matrices A and B are similar if there is a non-singular matrix P such that

- B=P71AP.

The statements “A is diagonalisable” and “A is similar to a diagonal matrix” are
equivalent. '

32.1.1 Theorem (similar matrices)

Similar matrices have the same eigenvalues.

In fact, if B = P71AP and v is an eigenvector of A corresponding to eigenvalue A,
then P~!v is an eigenvector of B corresponding to eigenvalue \. This is because

B(P™') = (P'AP)P™w
= P(Av)
= P7'(w)
= MNP ')

32.2 . A closer look at the diagonal matrix

Let the matrix A be n X n with n linearly independent eigenvectors vy, ... ,v, cor-
responding to eigenvalues Aj,..., A\,. Let
P=(vy]...|v,)

be the n X n matrix whose columns are the eigenvectors. Then

M 0 ... 0
priap=| 0 O
0 0 ... A\

" the diagonal matrix with the e'igenvalues down the main diagonal. The important
point here is the order in which the eigenvalues appear. They correspond to the
order in which the associated eigenvectors appear in the columns of P.
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32.3 Diagonalisability
We know that an n x n matrix A is diagonalisable if and only if A has n linearly
independent eigenvectors.

Now say A1,..., A\ are distinct eigenvalues of A, with corresponding eigenvectors
V1,...,Um. Then we have also seen that vy, ..., v, are linearly independent.

Hence if A is n x n with n distinct eigenvalues, then A is diagonalisable.

The question remains, if A has fewer than n distinct eigenvalues, how do we know
if A is diagonalisable?

32.3.1 Example

21 3 2 1 3
letA=]1010 and B=1{ 0 1 1 ].
001 0 01 ‘

Easy to see the characteristic equation of both A and Bis (2—A)(1—-X)2=0, so
A=21,1. :
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32.4 Algebraic and geometric multiplicity

If we are only interested in finding out whether or not a matrix is diagonalisable,
then we need to know the dimension of each eigenspace. There is one theorem
(which we will not prove!) that states: —

If A\; is an eigenvalue, then the dimension of the corresponding eigenspace cannot be

greater than the number of times (A — );) appears as a factor in the characteristic
polynomial.

We often use the following terminology:

e The geometric multiplicity of the eigenvalue ); is the dimension of the eigenspace
corresponding to ;.

o The algebraic multiplicity of the eigenvalue ), is the number of times A=X\)
appears as a factor in the characteristic polynomial.

The main result is the following:

A square matrix is diagonalisable if and only if the geometric and algebraic
multiplicities are equal for every eigenvalue.

Note that the geometric multiplicity of ); is equal to nullity (A — A1 ). f Aisnxn,
then the result at the bottom of page 197 tells us that

nullity(A — \I) = n — rank(A — \;1).

In practice, we can determine the geometric multiplicity of A; by subtracting the
number of non-zero rows in the r.e.f. of (A — ;) from n. We then compare this

number with the number of factors of (A — \;) to determine whether or not A is
diagonalisable.

One of many corollaries to this result is that the geometric multiplicities of A and
AT are equal. '
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32.5 Applications of diagonalisability At :
i e A ~ x_q
32.5.1 Systems of differential equations X - \?i X
For a system of coupled differential equations which can be written in matrix form
as | . V. ‘_D D Pk( ‘X
, T =Azx : (
(where = (z1,...,2,)7, & = (&1,...,5,)7), (? Y = D(P X)

if A can be dlafonahsed sayi 1AP D(Wlth D d1agona1 then make the substl—

tution|z = Py.}This yields r——_—j S«C{' P Y
= v

- which is easily solved. — ‘-é() -
Qj?, (/::’g_xx_;__—\
32.5.2 Matrix powers el _ /S z

If A is diagonalisable, say P~ 1AP D with D dlagonal then U; >\ (j 1
: z
A" = PD"PL,

This glves an easy way to calculate A™.
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