34 Quadratic forms

By the end of this section, you should be able to answer the following questions:

e What is a quadratic form?
e How do you diagonalise quadratic forms?

e How can you use diagonalisation of two variable quadratic forms to identify
conic sections?

e What are quadric surfaces?

This section presents a novel application of orthogonal diagonalisation as a way of
identifying conic sections. We also mention the generalisation to three dimensions
and how, in principle, we could identify quadric surfaces, although the details in
this case can become quite messy.

The majority of this section is based on the section on Quadratic forms in the
MATH2000 recommended text “Elementary Linear Algebra (Applications Version)”
by Anton and Rorres, pages 479-502.

- 34.1 Definition

Consider n real variables z1,s,...,%,. A function of the form E Za/ijxixj is
called a quadratic form, where the a;; are real constants.

For example, the most genefal quadratic form in the variables z and y is
| Q(z,y) = az? + by® + cxy.
In the three variables z, y and z, the most general quadratic form is
| Q(z,y, 2) =’_g::c2 +£g2+£{?+dwy+exz+fyz,

where in both cases a, b, ¢, d, e, f are all constants. It is possible to express quadratic
forms in n variables as a matrix product vTAv, where v is a vector with the n
variables as entries and A is a symmetric matrix.

The two variable quadratic form above can be expressed as

.Q(:c,y)-=(a7 @/)(;2 cf)(f/)
(s ﬂ(c\x . 1%5

Lx +by
= ax Foytrex
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while the three variable quadratic form given above can be written as

[ a 42 2\ (=
Qlz,y,2)=(z y z)(d/Q b f/2><y>

e/2 f/2 ¢ Z

 As an exercise, trying verifying this by expanding out both expressions. Observe
that in both cases the diagonal entries of the matrix are the coefficients of the

square terms and the off-diagonal entries in the matrix are the coefficients of the
cross-terms.

34.1.1 Give the matrix representation of the quadratic form 2z2 + 6zy —

Ty2.
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34.2 Diagonalising quadratic forms

Since we know we can always o'rthogonally diagonalise a symmetric matrix, if we do
this to the symmetric matrix in the matrix representation of the quadratic form, we
can reduce the quadratic form to a sum of square terms.

We shall demonstrate this by example: -

34.2.1 Express —32°— 2y — 322+ 2my—|— 2yz exclusively as a sum of square

terms.
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34.3 uadratic equations and conic sections ‘., .

—
We now restrict our attention to two dimensions, by investigating quadratic equa-
tions, which are equations of the form

sixz-i- by? + czy + dz+ey+ f =0,
where a,b,¢,d, e, f € R. C?u«()ﬁmkc_ 'ﬁqw\
Graphs of quadratic equations are known as conic sections, because they can be
realised as the intersection of a plane and a double cone in three dimensions. The
most interesting of these are the so-called non-degenerate conic sections®. A non-

degenerate conic section is in standard position relative to the coordinate axes if its
equation can be expressed in one of the following forms: '

2 2 ) -(\_, .
« GHE=Lkl>0, e\\\fm‘

22 % 2 g ‘ ,
.—]\-",E_Z_2=1»0rl_2_—k:—2=1;k’l>0, L\t/,FM‘A"lqg
e x?=kyoryl= kx,k;é 0. f&fc\ (30(“8_

The key observation here is that conic sections in standard form have no cross-terms.

Given a quadratic equation with cross-terms in the associated quadratic form, we can -

change variables to remove the cross-terms by orthogonal diagonalisation. Due to the
defining property of rotation matrices, an orthogonal matrix P always corresponds
to a rotation, provided det(P) = 1 (not —1). Hence, we have the following.

Changing variables by orthogonal diagonalisation corresponds to a rotation of
the coordinate axes. If P is the orthogonal (rotation) matrix, then the new
coordinates (u,v) can be expressed in térms of the old coordinates (z,y) as

(2)=7(),

Another important observation is that there is never an occurance of 2% and z in

the standard form (or 2 and ). As a general rule, given a quadratic equation (even
after changing variables from orthogonal diagonalisation), if we have terms such as
z? and z (or similar terms involving new variables) we can complete the square to
be left with only a square term. We have the following.

Completing the square in a quadratic equation corresponds to translating (or
shifting) the coordinate axes.

2There are also degenerate (points, lines) and #maginary (without real graphs) conic sections.
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In summary, to identify a quadratic equation as a conic section, we follow these

steps:

1.

Do

Write the quadratic equation A i; Sblvv\w._b‘%ﬁ(' ’
|am2+by2—|—cxy+d:c+ey+f'= 0
ST

in the matrix-form a:TA:c—I—Ka:—I—f— 0, where & = ( ; > and K = ( d e )

. Find a matrix P that orthogonally diagonalises A, so A = PDPT. You may

need to swap columns of P to ensure that det(P) =1 (and hence corresponds
to a rotation). '

T
S

v

Define new variables u, v such that v = ( u > =PTg é)m

. Substitute v into the matrix form of the equation, giving

vIDv+ KPv+ f=0.

. Complete the squaré if required. This is necessary if u? and u are both present |

(or v? and v). This defines a new set of variables s,t by translating u,v. The
translations will be of the form s = au+ 5, t =yv + 9.

. If it is a non-degenerate conic, the final equation in s and ¢ should be a conic’

section in standard form.

34.3.1 Describe the conic whose equation is 22 +¢? 4 2zy — 32z — 5y +4 = 0.
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