35 Power method

By the end of this section, you should be able to answer the following questions:

o What is the power method and what does it do?

e Under what conditions can it fail?

e What is deflation, Aand how does it work in conjunction with the power method?

In applications we sometimes need to find eigenvalues and eigenvectors of a large
square matrix. In these cases it is usually impractical, or more to the point not
computationally feasible, to find the roots of the characteristic polynomial. Instead, -
we are forced to rely on computational techniques which estimate eigenvalues and
eigenvectors. The power method is one such technique which estimates the largest

eigenvalue (provided it is unique) and its corresponding eigenvector.

35.1 Dominant eigenvalue

Let A be an n x n matrix with eigenvalues Ai, Ag, ..., A, such that

Ee—

The eigenvalue \; of the matrix A is called the dominant eigenvalue of A. The

eigenvector v; corresponding to A; is called the dominant eigenvector.

35.1.1 Example
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Identify the dominant eigenvalue and eigenvector of the matrix |- 1
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35.2 The algorithm

( porar W\QXLOOL\

Form a sequence of vectors ug, Ui, . . ., Uk, . .

we choose j so that |(uk+1); | is the largest possible),

(i) uy ~ dominant eigenvector. (\u@ \ag‘\' Ve T S{«‘l d'e%s

35.2.1 Example

For A = < ? :1)) > , find the exact value of the dominant eigenvalue and eigenvector,

then apply the power method approximation.

. where ug is an (almost‘) arbitrarily

chosen vector, w41 = Auy (for k > 0) Then (usually) for k large, \> («:w\o&t/( f\-mwg
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(i) The dominant elgenvaiue is \y = inol any j £ n with (uk) # 0 (usually
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35.2.2 Assumptions

‘1. There is a dominant eigenvalue.

2. The eigenvectors vy, vs,... ,v, are linearly independent and hence form a
basis for R". ‘ ‘

3. The chosen vector ug that starts the iteration is non-zero and when written as

———W “a linear combination of the basis of eigenvectors, has a non-zero component of
- the dominant eigenvector.— MLQ\\‘LU U Yo enlovee. Falowe S
SO ™ «’A‘g\(c_e,s\“ouf. Movre s Tw q.r\\*g\\c\\o\(

. o ' elacr o Qe (S .
35.2.3 Understanding the power method '

Suppose A; is the dominant eigenvalue of an n x n matrix A, so that

|>\1| > |)\2|a :|}‘n|'

a

and hence A; # 0. For simplicity, suppose that A has n linearly independent eigen; Olsgdwf\'%
vectors vy, ... ,v, € R®, With n linearly independent vectors in R", we have a basis, B
" 80 any vector ¥ € R™ can be written as a linear combination of the vectors in the

basis. In particular, set ' -'U\ < dewxx,@_{\ )

Uy = 1101 + oo + - - + thUn
—_

for some scalars tiyee. , tn. lSﬁppose t1#0 ﬁthis turns out to be crucial). Then

u = Aug= t1Avg + thAvg + - - F thAv, = ti v FtadoUg + -+ tn)\nvn,
Uy = A’Ll-l = t1>\1A’U1 + -4 tn)\nA’Un = tl)\%vl + e tn)\f;un

and in general

'K . .
A W, S Au\c.‘. ~ U= tl)\’fvl +t2>\§'l)2 -+ e +tn)\.’,§vn

| b M\ M\ *
= )\1 tivp+tel =) va+ -+t — | v,
M A1

|

A1 A1

So for large‘k, | CM\ \\

URY
\Jc ~ >\1t1'01
—
‘l.e. ug ~ eigenvector corresponding to A;.
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Also, ug41 = Nt so

‘(uk+1)j - (Alf“tlvl)j — Alf-'-ltl(’v.l)j
(ur); (Mtiv1); Aft1(v1);

= >\1‘

Note this does not work if Itl =0, }i.e. if ug is a linear combination of only non-
dominant eigenvectors. 7 - '
‘ > "‘:‘b.ti (Sviga SV

35.3 Deflation \
¢

The power method gives only the dominant eigenvalue. For symmetric matrices, we

can find the next most dominant one by deflation, based on the following.

If A is n X n with eigenvalues A1, Ag,..., An and v, is an elgenvector corresponding
to A1, then set - ,; for any madni WC b4 J
. T T
B-A- ( a ) we?. ORX) TN =X
‘U1 V1 N \ 2 NCYT \S 3\114\4,»“.@\\]\(/
Note that v1v! is a symmetric n x n mafrix, and hence B is symmetrlc

If A is symmetric and v; is an eigenvector of A corresponding to A; # 0, then v; is
also an eigenvector of B corresponding to ;. @ a\ 7 }\,;\"h - ?\y,]

The eigenvalues of B are 0, Ag, ..., An. — /‘

For symmetric' A with eigenvalues Ay, ..., A, where |A;| > |Ag] > - -+ > |[Ay], having

used the power method to find an approx’n to A; and vy, form

3 A A
B=A-— -(Uf’vl) vl

“and repeat the power method on B to find an approximation for Ay and v,.

In theory, you could repeat the power-deflation combination for other eigenvalues,
but because the power method only approximates the dominant eigenvalue, we will
be introducing some error into the method of deflation. Each time we repeat the
process, the error not only propagates, but grows substantially.
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35.3.1 Example

3 1

Apply-deflation to the previous example of A = ( 13

>, then use the power

method on the new matrix to approximate the next most dominant eigenvalue and

corresponding eigenvector.
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