DEPARTMENT OF MATHEMATICS

MATH2000
Eigenvalues and diagonalisation (solutions)

(1) (a) First solve det (A — AI) = 0 to find the eigenvalues.

det (A —=AI) = (1=N[2=N(=1=X)+1]+[3(=1 =\ +2] +4[3—-2(2 =N
= 1=NN=A=1+[-3A—1]+4[-1+2)]
= 1=AN)MN=A=1+51-5
= (1-NMN=A=1-5(1-2))
= (1-M)XN—-X—1-5]
= (1-XN[\—-X—6]
(1=2)

so the eigenvalues are A = 1, —2, 3.
If v is an eigenvector corresponding to A =1, (A —I)v = 0; i.e.

0 —1 4 (%1 0
3 1 -1 vu | =10
2 1 =2 U3 0
This gives the system of equations —vy+4v3 = 0, 3v;+ve —v3 = 0, 201 +v9—2v3 = 0,
which has solution v; = —w3, v9 = 4wv3 so
-1
V=« 4
1
for a # 0.
-1
Similarly «a 1 , a # 0, are the eigenvectors corresponding to A = —2, and
1
1
al 2 |, a0, are the eigenvectors corresponding to A = 3.
1
-1 -1 1
We may choose v; = 4 1 ,vy = 1 , and vy = 2 |. These vectors
1 1 1

are easily confirmed to be linearly independent (as they theoretically must be, since
they correspond to distinct eigenvalues).



1 -1 1
Hence P = 4 1 2 | diagonalizes A and
1 11

1
P'AP=| 0 —
0

S N O
w O O

(b) First solve det (A — AI) = 0 to find the eigenvalues.
det (A—AI) = (5—N)[(3—A)?—4] = (5—N)*(1 =) so there are only two eigenvalues,
A=5,1.
As in part (a), if v is an eigenvector corresponding to A = 1,

1
v=al 1
0
for ac # 0.
If v is an eigenvector corresponding to A =5, (A —5I)v = 0.
-2 =20 vy 0
-2 =20 vy | =10
0 00 U3 0
Hence v + v9 = 0.
o
v=| —«
p
where «, § are not both zero.
1 1 0
We may choose vi = [ 1 |, vo=| —1 |,and v3 = | 0 |. These vectors are
0 0 1
easily checked to be linearly independent.
1 10
Hence P=| 1 —1 0 | diagonalizes A and
0 01

10
PlAP=1| 0 5
00

o O O

(There are many other solutions).

(2) First solve det (A — AI) = 0 to find the eigenvalues.

det (A=) = (5—=N)[(1=X)(=11=X)+4-8] —=8[4(=11—\)+4-8]+16[—16+4(1 —\)] =
9 — 3X — 5A2 — A3, Note that the coefficients add to zero, so A = 1 in the cubic equation

2



gives zero, hence (1 — \) must be a factor. Expanding (1 — A)(a + bA + cA?) then gives
a+(b—a)A+ (c—b)A\? — A3, from which it is not too dificult to work out a =9, b = 6 and
¢ = 1. The characteristic polynomial then factorises as (1 — A)(A + 3)%. The eigenvalues
are A = —3, 1.

A similar argument to those of the preceding questions shows that if v is an eigenvector
corresponding to A = 1,

for ac # 0.
If v is an eigenvector corresponding to A = —3, (A +3I)v = 0.

8 8 16 vy 0
A= 4 4 8 vg | =10
-4 —4 -8 U3 0
Hence v; 4+ vy + 2v3 = 0.
—2a— (3
vV = I6)
o
where «, § are not both zero.
-1 —2
We may choose the two linearly independent vectors vy = 1 ],ve = 0 ,
0 1
2
which with vs = 1 provide 3 linearly indendent eigenvectors.
-1
-1 -2 2
Hence P = 1 0 1 | diagonalizes A and
0 1 -1
-3 00
P'AP = 0 -3 0
0 01

(There are many other solutions).

(3) (a) First solve det (A — AI) = 0 to find the eigenvalues.
det (A=) = (4—X)[(2—))?>—3] so there are three distinct eigenvalues, A = 4, 2++/3.
So the matrix is diagonalizable.
(b) det (A=) = (4—N)[(2—X)?—=1]=[-(2—=)X)=2] = (4—X)(2— )% So the eigenvalues
are A = 4,2. To have 3 linearly independent vectors, we would need 2 corresponding



to A = 2. If v is an eigenvector corresponding to A = 2, (A — 2[)v =0, i.e.
2 -1 2 U1 0
1 0 1 Vg = 0
0O 10 U3 0
Q@
Hence v = 0 and v; +v3 = 0, so v = 0 . But there are not 2 linearly
—«

independent vectors of this form. So the matrix is not diagonalizable.
Note that the algebraic multiplicity of A = 2 is 2, but the geometric multiplicity is
only 1.

(c) This matrix is real symmetric, and thus (from lectures) diagonalizable (by an oth-
ogonal matrix).

(4) To find the eigenvalues, we solve the equation det (C' — I\) = 0.

2-A 1 0
1 2—-Xx 0
0 0 4-A

I
o

= 4-N(2-N*-1)=0
= @4-N2-2-D2-X+1)

So the eigenvalues are Ay =4, Ay = 3, and A\3 = 1.

=0

-2 1 0
ForA=4:. 1 -2 0|lv;=0
0O 0 0
0
= v =10
1
-1 1 0
ForA=3: 1 -1 0|lvy=0
0O 0 1
1
v
= Vo = 7z
0
1 10
ForA=1: [1 1 0lv3=0
00 3



The matrix P is formed by the eigenvectors:

0o L L
V2
P=\0 5 —5
1 0 0

Now, since C' is symmetric, P~! = P? and we have PTCP = D or C = PDP? so
C" = PD"PT giving

Cfo 1 ][0 0], o oo V2
— 1o 1 =1l]o 3 o|l—=11 1 o
V2150 ollo o 17| V2|1 -1 o
S o 1Yo 0 Ve 3 qn gn_1n
—— 10 3 -1/ |1 1 o|==l3"—1m 3"+1" o0
2V2 1 oam 0 0 | |1 =1 o0 0 0 24n
N bl
=15 =5 0
0 0 4r

(5) (a) The eigenvalues are given by |A — IA| = 0. So:

-\ w
—w —A
= AN +w =0
= \ = +iw

(b) Substition of x(t) = ze* gives

AzeM = AzeM or Az = Az



So A and z are eigenpairs of the matrix A:

)\1 = iw, V1 = |:_12‘| )\2 = —z'w, Vo = |:1:|

]

so the general solutions is

[iigg] A {_14 ¢t 4 m —

where c; and ¢y are in general complex.

soee [140] - [5]

) 2L
2a(t)] ™ g
{xl] B {xo coswt}
Ty Tosin wt
Note that we can rewrite the system of two first order ODEs as one second order
ODE.

T] = —WTy = I = —WIy
= ¥ = —w(wry)
= X1+ w2a:1 = 0.

Our solution for x; and x4 is consistent with our usual method of solution for a linear
homogeneous second order ODE.

1 -1 4 T
(6) Write the system in matrix form: x = Ax where A= 3 2 —1 Jandx=| z9
2 1 -1 T3
-1 -1 1
From an earlier question it can be shown, P = 4 1 2 | diagonalizes A and
1 11

1 00
P'AP=| 0 -2 0 | =D
0 0 3



say. Let x = Py so Py = APy = y = P71 APy = Dy, which corresponds to the system

cie
of equations 4, = y1, 3o = —2us, 3 = 3y3. The solution is y = | ce™® |. Hence
caedt
x = Py
-1 -1 1 cet
= 4 1 2 coe 2
1 11 cse®

—ciet — coe™ 4 cqe?
= dcret + coe™? + 2c5e3t
crel + coe™ 4 cqet

Tptl = Tp + 20y,

(7) Consider the system . In matrix form, x, = Ax,_1 where A =

n— Tn
b2 and x, = Lot ) The solution is x, = A"Xg, and here xg = 1 =
10 Tn Zo

3
L
We will diagonalize A in order to find A”. First we solve det (A — AI) = 0 to find the
eigenvalues.
det (A=A =(1-XN)(=A)—-2=(A—2)
200
o

to —1 are ( _aa ) for a # 0. Hence P =

—~

A + 1) so the eigenvalues are A = 2, —1. The
for @ # 0 and the eigenvectors corresponding
2 —1 . . 2 0
11 ) diagonalizes A to D = ( 0 1 )

Now D = P'AP = D" = P7'A"P = PD"P~! = A" ie.

e ()04
1 2n+1 _ (_1)n+1 2n+1 + 2(_1)n+1
3 ( p e o 4 2(—1)" )

eigenvectors corresponding to 2 are

>
/\v

Hence . o ( )+1
ne.  anf 3 1 4 x 2"t — (—=1)"
oo (1) =5 (TR Z0N ).

(242 — (~1)").

. Tn+1 . .
Since x, = ( et ), the solution is z,, = %

T

(8) There are only two eigenvalues, A = 5, 1.



is an eigenvector corresponding to A = 1. For A = 5 we may choose vo = | —1 |, and
0
0
vy = | 0 |. These vectors are easily checked to be linearly independent.
1
1/vV2  1/v2 0
Hence P = [vi|¥2|vs] = | 1/v/2 —1/v/2 0 | diagonalizes A and PT = P! so
0 01
1 00
PrAP=[0 5 0
00 5



(9) Part (a)
First determine the eigenvalues of the matrix A. Solving the characteristic equation.

2—X\ 3 6
det(A) = det 0 5-—-X 12 =2-XN)B-N(-1-XN)+04+0=0
0 0 —1-2X

The eignvalues obtained are Ay =2 Ay =5 and \3 = —1.

Since the eigenvalues \; are distinct and non zero, this implies can use a matrix of eigen-
vectors P = [v1,v9, v3] to diagonalize A.

First determine the eigenvectors

FOI')\1:2
2—2 3 6 a 0
0 5-2 12 b | =10
0 0 —-1-2 c 0
0 3 6 a 0
0 3 12 b =10
0 0 =3 c 0
Setting a = 1
a 1
v = b = 0
c 0
For \y =5
-3 3 6 a 0
0 0 12 b | =10
0 0 —6 c 0
— —3a+3b=0 = a =0 Settingb=1
a 1
SOUQZ b = 1
0
For \3 = —1
3 3 6 a 0
0 6 12 b 1= 0
0 0 0 c 0

= 6b+12c =0 = —2c=0> Setting b=1

9



1
This can be easily inverted to get P~ = [ 0
0

) a diagonal matrix of the eigenvalues.

~
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Part (b)

A AN O
— — O

o O O

S
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And so the spectral decomposition of A is

A= X514+ XaSo 4 A3

D

-1 -2
0 0 +5
0 0

S O

S ot Ww
—_
[\

1
=210
0

o O O
O = =
O NN
|
—_
o O O
o O O
|
[\

Part (c)

First verify that Sy, Sa, S3, are projection matrices.

1 -1 -2 1 -1 =2
Si5ir=(0 0 0 0 0 0
0 0 0 0 0 0

1 -1 =2

S159=10 0 0

0 0 O

So 57 is a projection matrix. Similarly it can be shown that S,5 = S5 and S3.55 = S5

Now determining the projection of w on v; multiply by the projection matrix S;

1 -1 =2 a a—b—2c
Siw=10 0 0 b | = 0 =(a—b—2c)n
0 0 O c 0
Similary
01 2 a b+ 2c
Sow=1 01 2 b | =1 b+2c | =(b+2c)v
0 00 0
00 0 a 0
Ssw=| 0 0 =2 b | = —2¢c | =cuvs
0 0 1 c c

And so w as a linear combination of eigenvectors of A is

11



(

o o

a
(b ) = (a—b—2c)vy + (b+ 2¢)ve + cvs
c

1 1
)(ach)(O)+(b+20)<1)+c(
0 0

12



