DEPARTMENT OF MATHEMATICS

MATH2000
Gaussian elimination, LU and PLU decomposition (solutions)

(1) For each part of this question, there are many possible row equivalent matrices. The
following are only a few examples.

@ (1§ o o) v doing 1 e ra Gnterchange row 1 and row 2),

1 1 1
(b) 0 —1 —1 | bydoing ry — 19 — 71,73 — 13 — 71,79 <> 13,
0 0 -1
1 00
or | 0 1 O | bydoingry <> r3,rg — 19 — 11,73 — 13 — 11,73 — I's — 'y,
0 01
or many others.
2 00
(c) 0 1 3 | bydoing ry <> 19,73 — 13 — 217.
000
1 -2 3
(d) 0 —3 6 | bydoing ro — 1o +4r1,r3 — r3 — Try,r3 — 13 + 2r9.
0 0 0
(2) One way is to start with ry — ry — é—izrh T3 — T3 — 1212;7“1, giving
241 142 2
C (144)(—142i) 2+42i
R )
, i) (—1+2i Y
0 2wl
241 —1+2 2
= 0 0 —%(1—1+2¢)
0 0 —5(3+Z)
and then do r3 — 75 — Z%ry, giving
241 —1+2 2
0 0 —+(-1+2i) |,
0 0 0

which is an equivalent r.e.f. matrix.



(3) First find the inverse of the matrix given.

(4)

Tg — Ty — 21
s — T3 — T

7”3—”"3—%7“2
7“3—>%7’3

7’2—>T2—47"3
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T2

re— 43

SO+ OO, OO+ OO, OO+~ OO~ F N -

SR O OO OWO OWo Owo rFwo —wo
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O O =

N —=

|
N

(eI

|
N =

Ax=b=LUx=Db

Set y = Ux then solve Ly = b for y

y:

(5) (a) Let U = (u;5) and V = (v;;) be upper triangular matrices i.e. u;; = v;; = 0 for
1 <j<i<n. Now (UV);; = E}_ uirvyj, and in this sum w;, = 0 for 1 < k < g
and vg; = 0 for j < k <n. So when ¢ > j all summands are 0 and thus (UV);; = 0.

Hence UV is upper triangular.

For the inverse of U, the jth column of U™! is the solution x of Ux = e;. Since
(e;); = 0 for ¢« with j < i < n, solution by back substitution gives x,, = z,,_; = - --
zj41 = 0. Since z; = (U™');; we have (U™1);; = 01if j < i < n, so U! is upper

triangular.

o = O

— O O

— O O e

0
1
0
0 O
1 0
1
-1
0 O
1 0
1 3
2 2
0 O
3 —6
1 3
2 2
0 O
1 =2
1 3
2 2
L3
2 2
1 =2
L3
2 2



(b) If L and M are lower triangular, LT and MT are upper triangular, so M7 L is upper
triangular by (a), and hence LM = (MTLT)T is lower triangular. Also (LT)™! is
upper triangular, so L™ = ((LT)™")T is lower triangular.

(c) Put L = () sol;; = 0if 1 < i < j < nandl; =1 The jth column of
L~' is the solution x of Lx = e;. The first j equations of this system are z; =
0, lglxl + Ty = O, l31[L‘1 + lggl’g + x3 = 0, C ,ljlxl + ljg[L’Q + -+ ljj_lflfj_l + €Ty = 1.
Sox; =x9=---=uxzj_1=0,2; =1. Hence (L71);; =x; = 1.

(6) (a) In this case, we can use Gaussian elimination with no row interchanges. As in
lectures, we record the steps in compact form: eg, when Ry — Ry — cR; makes the
(2,1) entry 0, place @ there, but it is really zero!

3 1 0 -5

-6 -1 —1 10 RQ — RQ — (—2)R1
3 3 2a—2 a—5 R3—>R3—1R1
0 1 0

2 2a — 2 a R3—>R3_2R2

1
3
@1—10
@
0

—1 1 0 R4—>R4—(—1)R2

The entries of L below the main diagonal are then all the entries with a circle around
them. Hence A = LU where

1 0 0 0 31 0 =5

-2 1 0 0 01 -1 0

L= 1 210 |’ U= 0 0 2a a
0 —1 0 1 00 0 0

(b) Since det(A) = det(L)det(U), with det(L) =1 and det(U) =3 x 1 x 2a x 0 =0 (ie.
the product of the diagonal entries), we have

det(A) = 0.



(c) Set y = Ux and first solve Ly = b, that is,

O =N =

row 1
row 2
row 3

row 4

Now solve Ux =y, that is

SO O W

00O U1 1
10 0 w | [ -2
21 0 y | T 1
10 1 Ya 0
= y1:1

= 2pnty=-2 = =0
= yt+2pt+ty3=1= y3 =0
= —2yo+y; =0 = y4 =0.
1 0 -5 T 1
1 -1 0 m | |0
0 2a «a z3 | | 0O
0 0 0 T4 0

row 3 = 2ar3+ary=0 = x4=—2x3 (a #0)

row 2 = x3—23=0 = x5 =13

1
rowl = 3xi+ay—5ry=1 = xlzg(l—llxg).

Set x3 = t, then the solution is

(d) Using the same method as in part (c), we have

O = O O

Now solve Ux =y. That is,

S O oW
S O ==
[\
S

_ o O O

$(1—118)
i , for any t.
—2t
Y1 2 (At
Y2 _ -5 — Y2
Y3 0 Y3
Ya 1 Ya
il 2
Ty =
) —1
e = xQ e
T3 0 T o
T4 0 L=

I
|
o~

—21’3
T3 — 1
$(3 — 11xy)



Set x3 = t, so that the solution is

$(3—11¢)

t—1

t

—2t

, for any t.

(7) Try doing Gaussian elimination, using the same notation as in lectures and the previous

question:

1 2 3 4

4 8 12 17 R2—>R2—4R1

3 6 12 14 R3—>R3—3R1

2 9 11 12 Ry — Ry — 2R,
1 2 3 4
(4) 001

—

(3) 03 2

(2) 55 4

In order to continue the Gaussian reduction, we need to swap rows 2 and 4. So after

R2 — R47

which is then in r.e.f. In other words, we have

1000
0001

where P = 0010 , L=
0100

=W N =

PA = LU,

00 0 123 4
100 | ,_[0554
010 "~ fo0oo032
00 1 0001

Also, the decomposition is A = PLU, since P? = I.

This is the same L and U we would obtain if we had swapped rows 2 and 4 initially.
However, it was difficult to predict that we needed this operation at the beginning.

det(A) = —det(U) = -1 x5 x 3 x1=—15,

where we need the minus sign since we have used an odd number of row swaps (in this

case only one row swap).



(8) Part (a) In this case, we can use Gaussian elimination with no row interchanges. As in
lectures, we record the steps in compact form: eg, when Ry — Ry — cR; makes the (2,1)
entry 0, place @ there, but it is really zero!

_;) _13 —_140 By = By = (=3) R
—92 4 Ry — Ry — (+2)1
~1 -3 —4
3 1 -2 | Ry Ry — (+2)R,
@ 2 a+38
-1 -3 -4

G (1) a+52

The entries of L below the main diagonal are then all the entries with a circle around
them. Hence A = LU where

1 00 -1 -3 -4
L= -3 10 |U= 0 1 —22

2 21 0 0 a+52
Part (b)

det(A) = det(L)det(U) = det(U) = —a — 52
so det(A) = 0 when a = —52
Part (c)

To solve LUz = b set Uz = y and solve Ly = b.

100 n —6
—3 1 0 y | = -3 ],
2 2 1 n 9

rowl = y; =-6
row 2 = —3yi+y=-3 = y=—21
row 3 = 2y1+2y+ys =9 = y3 =063



Then solve Uz =y

This gives
3 -1 0
U= 0 2 1
0 0 1

Where PA = LU

-1
0
0

-3 —4 T —6
1 —22 To = =21 |,
0 63 T3 63

rowd = x3=1

row 2

row 1

=
=

x2—22x3:—21:> $2:1
—171—3‘@2—41‘3:—6# Ty =—1
T —1
xr = X2 = 1
T3 1

3 =1 0

0 21
-1 0
2 1 | R3— Ry — (+1)Ry
-1 1
3 =10
O 21 REP
@ oo
100 100
010, P=(001
1 01 010



NOTE :
We have U = EPA where

1 00 1 00
E = 0O 10 ]),P=|001
-1 0 1 010
so PA = E~'U where
1 00
E-' = 010 = L.
1 01



