
8. Isomorphisms

Definition

Let T : V → W be linear. A function

U : W → V is called an inverse of T if

TU = IW and UT = IV . If T has an inverse

then it is called invertible.

• The inverse of T is unique and denoted

T−1

• T is invertible iff T is bijective

• T−1 is linear

Example

T : P1(R) → R2 s.t. T (a + bx) = (a, a + b)
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Lemma

Let T : V → W be linear and invertible.

Then V is finite dimensional if and only

if W is finite dimensional, with dim(V ) =

dim(W ).
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Theorem

Let T : V → W be linear, with finite dimen-

sional vector spaces V and W with bases

β and γ respectively. Then T is invertible

if and only if [T ]γβ is invertible. Moreover,

[T−1]βγ = ([T ]γβ)
−1.
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Example

Let A be an m×n matrix. Let LA : Fn → Fm

be defined by LA(x) = Ax ∀x ∈ V. We

call LA the left multiplication transfor-

mation.

Example

T : P1(R) → R2 s.t. T (a + bx) = (a, a + b)
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Definition

Let V and W be vector spaces. We say

that V is isomorphic to W if there is an

invertible linear transformation T : V → W .

We call such a T an isomorphism.

Examples

1. T : R4 → P3(R) s.t. T (a, b, c, d) = a +

bx + cx2 + dx3.

2. T : M2(R) → P3(R)

s.t. T

(
a b
c d

)
= a + bx + cx2 + dx3
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Theorem

Let V and W be finite dimensional vector

spaces over the field F. Then V is isomor-

phic to W if and only if dim(V ) = dim(W ).

Corollary

A vector space V over the field F is isomor-

phic to Fn if and only if dim(V ) = n.

6



Theorem

Let V and W be finite dimensional vector

spaces over F with dimensions n and m.

Let β and γ be ordered bases for V and W

respectively. Then the function

Φ : `(V, W ) → Mm×n(F) s.t. Φ(T ) = [T ]γβ is

an isomorphism.
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Quiz
True or false?

• T is invertible if and only if T is injective
and surjective.

• T : M2(R) → P2(R)

s.t. T

(
a b
c d

)
= a + (b + c)x + (c + d)x2

is invertible.

• M2×3(R) is isomorphic to R5.

• Pn(R) is isomorphic to Pm(R) if and
only if m = n.

• T : R3 → R3 s.t.
T (a, b, c) = (a + b, b + c, a− c) is an iso-
morphism.
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