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Instructions:

There are 5 questions, with 20 points each. Each question has two items. Item (a) worth 14
points and item (b) worth 6 points.

Answer all questions on this exam paper.

Use the other side of the paper if additional space is required.
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Question 1

(a) You may use the singular value decomposition (SVD) to answer this question. Consider a
1000 x 50 data matrix A, summarizing data of 1000 individuals and 50 features with rank(A) =
49. Denote the eigenvalues of AAT by A1, Ag,... with \; > Aj for j > 4. What is A59?7 Explain

your answer.
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(b) Assume now that \y = Ao = ... = A\y9 = 4. Determine,

1000 50

>34

i=1 j=1
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Question 2

(a) Assume you are presented with pairs of data points (z1,y1),..., (@, yn) Where z; # x; for
1 # j. To describe this data, you wish to fit a model,

y = Bo+ Brx + oz’

by selecting 3 = [Bo, 1, B2]T that will minimize,

n

Z (yi — Bo — Brws — 529022)?

=1

You do this by setting 3 = (ATA)"* ATy where A € R"*3 and v € R™. Determine A and v.
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(b) Assume now that you wish to find B using gradient descent. For this you compute the

gradient descent step with learning rate n > 0, via,

Biv1 = Br — n2AT(ABy —v) = (I — 2nAT A)B 4+ 2nATv = G() By + 2nAT v,

where the matrix G(n) = I —2nAT A depends on the learning rate. You set the learning rate at

a low enough value, n* such that 5; — B (gradient descent converges).

Let the eigenvalues of G(n*) be A1, A2 and \3. Below are four alternative plots of A1, A2 and A3
on the complex plane. For each of them, determine if it is possible or not and if not, explain

why.
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(i) Possible / Impossible:

(ii) Possible / Impossible:

(iii) Possible / Impossible:

(iv) Possible / Impossible:

(ii)
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Question 3

(a) Consider the vectors v; = [1,1,0,0]7, v = [1,1,1,1]7 and the 4 x 2 matrix A = [v] vg].
Determine a QR factorization of A having the form A = QR where Q) is a 4 x 2 matrix with
orthonormal columns and R is an upper triangular matrix. Choose ) and R such that neither
have negative entries. Throughout this question, avoid using decimal points, but rather use
exact arithmetic.
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(b) Let b= [0 1 1 0]7. You now wish to find an approximate solution to Az = b in the sense
that « minimizes ||Ax —b|| (|| - || is the Ly norm). Use your QR factorization from the previous
exercise to find z.
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Question 4

(a) Consider a collection of N, n-vectors on which you execute the k-means algorithm. Denote
the vectors by x1,...,2zny and denote by G the set of indices of vectors in group j resulting
from k-means. Thus for example if G = {17,21,302} then the vectors z17, 21 and 392 make
up group 3. Denote,

1
Z]:WZJTJ, fOI' jzl,,k
J 1€Gj

In general, k-means is only a heuristic and its solution does not always exactly minimize the
clustering objective,

k
T=3 3 M= 5l

j=1ieG;

However, sometimes it does. For part (a), assume that n =2, k = 2 and N = 6 with,

e ~[10 [ [-9 ~ [-10 -1

Find G4, G2, z1 and zo that minimize J.
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(b) Returning to general n, N and k. Does it always hold that,

Do Mzi— I < Y e -2l

iEGj ’iGGJ‘

for any j € {1,...,k} and any z € R"? If so prove why, otherwise, explain why not or present
a counter-example.
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Question 5

(a) Consider the linear dynamical system, z;41 = Az; with,
1 1
A=

Find the eigenvalues of A and corresponding eigenvectors where the second coordinate of each
eigenvector is 1. To simplify notation, you may use the golden ratio ¢ = %(1 +/5) as well the

fact that 1 —¢ = (1 —+/5) and ¢ = 1/(¢) — 1).
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(b) Assume now that zg = [1/ 1]7. And denote the scalar ¢; by,
gt = [1 0]z¢.
What is the smallest (integer) ¢ for which ¢; > 10007

END OF EXAMINATION
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